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Fig. 1. An input 3D object and softness map computed by our approach (front and back views). The jet colormap corresponds to relative softness values (blue is least soft and red is most soft).

We introduce the problem of computing a human-perceived softness measure for virtual 3D objects. As the virtual objects do not exist in the real world, we do not directly consider their physical properties but instead compute the human-perceived softness of the geometric shapes. In an initial experiment, we find that humans are highly consistent in their responses when given a pair of vertices on a 3D model and asked to select the vertex that they perceive to be more soft. This motivates us to take a crowdsourcing and machine learning framework. We collect crowdsourced data for such pairs of vertices. We then combine a learning-to-rank approach and a multi-layer neural network to learn a non-linear softness measure mapping any vertex to a softness value. For a new 3D shape, we can use the learned measure to compute the relative softness of every vertex on its surface. We demonstrate the robustness of our framework with a variety of 3D shapes and compare our non-linear learning approach with a linear method from previous work. Finally, we demonstrate the accuracy of our learned measure with user studies comparing our measure with the human-perceived softness of both virtual and real objects, and we show the usefulness of our measure with some applications.
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1 INTRODUCTION

There are many physical properties of real-world objects that are identifiable by humans. Softness or compliance [51] is one such property. Objects in our daily lives frequently have parts with varying softness. For example, a couch, bed, or shoe has varying softness that humans may identify just by observing it. In this paper, we consider the softness of virtual 3D shapes as opposed to physical objects. Our definition of softness of virtual 3D shapes is as follows: a human thinks of the softness of a virtual object given only its geometric shape, and imagines the virtual shape as a real-world object and pressing into points on its outer surface towards the direction of the surface normal; if he/she can imagine pressing into the virtual shape, then the more easily the virtual point can be "pressed", the more soft it is. Note that this "perceived softness" may not be the same as the actual softness of a physical object (as there is no physical object). Also, this "perceived softness" comes from a human just visually observing the shape. Computing the spatially varying perceived softness of an object can be useful for both rendering and fabrication. For the appearance of rendered objects in virtual environments, we can use this property to convey a sense of softness of objects in a scene. For fabrication, we can use this to manufacture virtual shapes into real objects that are consistent with user expectations.

The perception of softness when an object is touched depends on physical properties such as stiffness and Young’s modulus [51]. However, humans can make judgements on softness without touch, but just by looking at objects. We are inspired by Thurstone’s law of comparative judgment, as we study how humans perceive objects rather than performing any measurements of physical objects. We also use the concept of pairwise comparison when asking users to compare between pairs of points on a shape. While the softness of a real object may be physically measured, the softness of virtual objects is difficult to measure and hence we rely on human perception. Our approach is to collect crowdsourced data of human perception which will gather the crowd’s consensus to compute softness. We expect humans to recognize the object or parts of it unconsciously as a real object even though the only information provided is a 3D virtual shape (or images of it). This perceived context and recognition of objects will be included in the collected data itself, and be incorporated into our softness measure as it is learned from the collected data.

In an initial experiment, we study the human perception of softness of virtual 3D shapes. We find that humans make consistent choices when given pairs of vertices on a virtual 3D shape and asked to select the one that they perceive to be more soft. This motivates our framework of gathering data on the human perception of softness and learning from the data to compute a softness measure for virtual 3D objects. We solve the problem of taking as input a 3D shape and computing as output the softness of every vertex on the shape. This is a challenging computational problem, as the virtual model may not necessarily give any information about the physical aspects of the shape. On the other hand, we hypothesize that humans have great intuition at recognizing such softness information for many virtual geometric shapes and can often associate some form of perceived softness to them even with no color or texture. However, while a human finds it difficult to assign an absolute softness value to a single shape vertex, he/she can typically rank whether one point on a shape is softer than another. Hence we do not, for example, solve our problem with a regression approach. The user-labeled pairwise data leads us to a ranking-based approach. Our approach is inspired by recent methods for learning perceptual measures for 2D clip art [15], font selection [36], product design [2], and 3D models [29, 32, 33]. We apply the concept of learning from crowdsourced data for the problem of computing perceptual softness of virtual 3D models.

We collect crowdsourced data where humans compare the softness of pairs of vertices on 3D shapes. We then use a learning-to-rank approach [5] typically used in machine learning for web page ranking and information retrieval to learn a softness measure mapping each vertex to a relative softness value. In contrast to previous work that computes a linear softness measure [28], we compute a non-linear function by combining a learning-to-rank approach with a multi-layer neural network [29]. Since this approach is based on ranking, our measure computes relative softness values and not absolute values. Computing the relative softness of all vertices of a shape is
already a difficult and unsolved problem. After a softness measure is learned, we can use it to compute the human-perceived softness for a new 3D shape of an object type that we have collected data for.

We demonstrate our approach by computing softness maps of various 3D shapes from Trimble 3D Warehouse and ShapeNet [4]. Our softness measure is a non-linear function and we make visual and numerical comparisons to show that a non-linear function is better than the linear function from our previous work [28]. We perform user studies to evaluate the accuracy of our approach, and compare between our method and the human-perceived softness of both virtual 3D shapes and real-world objects. We then show some uses and applications of the softness information computed by our approach.

This paper is a comprehensive version of our earlier work [28]. Our contributions are:

- We introduce the problem of computing a human-perceived softness measure for virtual 3D shapes.
- We show that given even a virtual 3D shape, humans can perceive softness properties of the shape as if it were a real object, and this perceived softness is consistent across different shapes and people.
- The perceived softness is a perceptual property that can be learned. We show that with just a virtual 3D shape, we can predict its perceived softness. We “close-the-loop” by showing that the computed perceived softness matches with human perception.
- We demonstrate the effectiveness of the non-linear softness function in this paper by comparing it with the linear function from our previous work.
- We analyze the learned softness measure with user studies and show its potential applications.

2 RELATED WORK

Our method generates crowdsourced relative softness maps for virtual 3D models. We discuss previous work in several related areas: human perception, haptic devices and interfaces, crowdsourcing and learning, geometry modeling, physics-based deformations of 3D shapes, and computational fabrication.

2.1 Human Perception

Human perception is a large research area and we describe related work in the context of the perception of properties of virtual objects including 2D images, textures, and 3D shapes. Users can perceive textures [31] on the desktop by modifying the cursor’s motion on the screen. Studies have shown that macroscopic textures such as bumps and holes can be identified by users this way. Dominjon et al. [12] explores the perception of the mass of virtual objects. Users identify the heavier of two virtual balls with a haptic interface and with visual information from a display. Garcia et al. [16] studies the perception of deformations in 3D shapes. They present a new method which adds local deformations to modal analysis simulations in order to improve the realism of the overall deformations. Sanz et al. [43] allows users to perceive local elasticity in images. When a user interacts with an image with a mouse, their system gives visual feedback and generates deformation effects to induce the perception of stiffness in the image. Punpongsanon et al. [42] manipulates the softness perception of an object by virtually projecting deformation and appearance effects on the object. While a lot of perception related research relies on stimulating human perception for conveying information, we investigate the expectation of the user (softness in our case) instead of providing a pre-defined feedback to be perceived by the user.

2.2 Haptic Devices and Interfaces

There is much work in the haptics area and existing devices and interfaces involve some kind of physical contact with humans. A real-world elastic object acts as an input device [35] as users deform the device directly with their hands to deform 3D shapes shown on the screen. There are haptic interfaces developed for 3D modeling, and ArtNova [14] also allows users to apply textures on a model surface with brush strokes. The psychological perception of soft plastic materials was investigated by having participants describe them in words and touch.
them physically with fingers and hands [40]. Various types of stimuli [13] were used by participants to judge the softness of real rubber objects with deformable surfaces. These include haptic-only, vision-only, and visual-haptic stimuli, where visual stimuli refers to watching another participant touch an object with his/her fingers. Stiffness identification user experiments with a force-feedback device [10] have measured the number of stiffness or force-magnitude levels that can be reliably identified. Stiffness discrimination [19] has been explored with a haptic device capable of measuring and displaying force. Experiments with visual, proprioceptive motion, and a combination of these feedback were performed to analyze how humans perceive stiffness. While the above previous work all involve some kind of physical contact, our softness measure is not based on any physical contact as a human only observes virtual shapes and perceives softness from them.

2.3 Crowdsourcing + Learning

Our overall framework uses a combination of crowdsourcing and learning, and there exists previous work in applying these techniques to solve problems related to 2D art, images, and 3D shapes. Our algorithm is inspired by previous crowdsourcing approaches for learning perceptual measures of 2D clip art [15], fonts [36], and 3D shapes [29, 32, 33]. We use the overall concept of computing features of 3D shapes and a ranking-based learning method in our previous work [28] and the linear method in this paper. The non-linear method combines the ranking-based learning and a multi-layer neural network [28]. Crowdsourcing has been applied to solve vision problems such as extracting depth layers and image normals from a photo [17], and to convert low-quality inputs of drawings into high-quality outputs [18]. For 3D shape analysis, “Schelling points” [8] on surfaces of 3D meshes can be found by first having humans select them in a coordination game and then learning them for new meshes. In our work, we take a crowdsourcing and learning approach for a different problem of computing softness information for a virtual 3D shape.

2.4 Geometry Modeling

There exists work in analyzing the virtual properties of 3D shapes for various purposes. Some of these relates to our work as a general understanding of shapes can help to identify softness information. For example, there are many methods for segmenting 3D models [7]. Segmenting into parts may provide some information as an individual part may be made of similar material and have similar softness. If one can simultaneously segment and label parts in 3D models [26], it may be possible to gather some information about softness from the labels. However, humans may still have to specify such information between labels and softness beforehand. Our work computes the softness of each vertex in one step, which may help to avoid potential errors introduced in an intermediate labeling or segmentation step.

Learning the material parameters including color, specularity, gloss, and transparency of 3D meshes has been performed from the geometric shape of objects [24]. Although we predict the softness of a shape based on its geometry, we do not directly infer its material properties.

2.5 Physics-based Deformations of 3D Shapes

Early work in this area [27, 49] described methods for modeling deformable shapes. Modal analysis methods can simulate deformations by defining a deformation energy, and can be used for many purposes such as segmenting a shape into parts [22]. An example-based approach [34] simulates deformation behaviors by taking a few example poses of the deformation. There are also user interfaces for interacting with physics-based simulations, and there are design principles for building tangible user interfaces for the interactive physics-based deformation of 3D models [48]. A recent work solves the problem of computing a shape that when fabricated deforms naturally to a target shape [9]. Our method does not have an underlying simulation, but we instead target the human perceptual process and extract data from it.
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2.6 Computational Fabrication

There has been previous work on fabricating objects to resemble virtual shapes. Bickel et al. [3] fabricate real-world objects with desired softness or deformable properties. Lau et al. [30] build real-world furniture by generating parts and connectors that can be fabricated from an input 3D model. Bacher et al. [1] fabricate articulated characters from skinned meshes. Hildebrand et al. [20] decompose a 3D shape into parts that are fabricated in an optimal direction. Schwartzburg et al. [45] and Cignoni et al. [11] generate interlocking planar pieces that can be laser cut and slotted together to resemble the original 3D shape. Piovarči et al. [41] construct a perceptual model of compliance to create corresponding real-world objects. In our work, we compute softness information on the surface of a 3D shape from its geometry alone. We focus on studying how humans perceive virtual 3D models. This can also allow for the fabrication of virtual models with softness consistent with user expectations.

3 INITIAL USER EXPERIMENT: CONSISTENCY OF HUMAN LABELS

We perform an initial user experiment to try to answer this question: how consistent is the human labeling of softness on virtual 3D shapes? We wish to find if we can trust humans to identify softness properties of virtual 3D shapes. In particular, we ask humans to observe two labeled points on a virtual 3D shape shown on an image and decide which point is softer. This experiment is intended to help us to further motivate our overall solution for computing a human-perceived softness measure.

3.1 Task and Procedure

The key task for the participants is to choose between two points on a 3D model shown in an image. We prepare the images beforehand for humans to label. We collected eight 3D models (chair, couch, bottle, shoe, bed, stool, table, and wineglass) from Trimble 3D Warehouse.

It is difficult for humans to provide absolute softness values (for example, to provide a real-number value to a single surface point). The idea is then to ask humans to compare the softness between pairs of points which is much easier, similar to [15] where humans can compare relative styles of 2D clip art more easily. Hence we ask humans to compare between pairs of points on a 3D model and decide which one is softer (or that they have the same softness).

We generated images of pairs of points on the virtual 3D models and asked humans to label them on Amazon Mechanical Turk. For each image, we randomly selected two vertices and we manually chose a camera viewpoint such that both points can be seen. Automated methods for choosing the camera viewpoint can be used but they were easy to pick and thus not needed. A human rater is initially given instructions and example images with...
responses chosen by us (Figure 2a). Each HIT (Human Intelligence Tasks or a set of tests on Amazon Mechanical Turk) then consists of 50 images (see Figure 2b for some examples). For each image, the human selects either “A” or “B” if one of the labeled points is softer, or “same” if he/she thinks that both points have the same softness. We prepared two HITs with between 10 and 20 images for each 3D model, and we requested twenty participants for each HIT. The crowdsourced data may be unreliable. Before a user can work on the HITs, he/she needs to pass a “qualification” test by correctly answering at least four of five images. In addition, for each HIT, we have five control images and if the user incorrectly answers more than two of them, we reject the data for that HIT. While there are advantages and disadvantages to these qualification test and control images, we chose to include them, as they can provide a filter to avoid users from giving random responses just to get paid on Mechanical Turk.

3.2 Apparatus and Participants
Once the images were prepared, we place them on Amazon Mechanical Turk as described above. There were 23 different participants as some did not do both HITs. We paid $0.20 for each HIT. We expect a user to take about a few seconds for each image. The mean time between accepting and submitting each HIT for all users was 6.4 minutes (Std=3.1).

3.3 Initial User Experiment: Results
We had 2 HITs, 50 images per HIT (with between 10 and 20 images for each model type), and 20 responses for each image. Thus the total number of responses is 2 x 50 x 20. We rejected 5 out of the 40 total sets of HIT responses based on the control images. To analyze the results, we take the responses (A, B, or same) for each image and take the frequency (as a percentage) of the most common response. We compute the mean of all such percentages for each type of model (Table 1). The percentages are consistently high across the model types.

<table>
<thead>
<tr>
<th>Model Type</th>
<th>Mean (%)</th>
<th>Std (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bed</td>
<td>90.29</td>
<td>12.55</td>
</tr>
<tr>
<td>Bottle</td>
<td>92.78</td>
<td>6.44</td>
</tr>
<tr>
<td>Couch</td>
<td>81.67</td>
<td>13.37</td>
</tr>
<tr>
<td>Chair</td>
<td>86.39</td>
<td>12.02</td>
</tr>
<tr>
<td>Shoe</td>
<td>98.33</td>
<td>3.75</td>
</tr>
<tr>
<td>Stool</td>
<td>99.41</td>
<td>1.86</td>
</tr>
<tr>
<td>Table</td>
<td>84.12</td>
<td>11.78</td>
</tr>
<tr>
<td>Wineglass</td>
<td>76.47</td>
<td>9.61</td>
</tr>
<tr>
<td><strong>Overall</strong></td>
<td>88.61</td>
<td>12.13</td>
</tr>
</tbody>
</table>

Table 1. Results of the initial user experiment showing the consistency of human labels.

3.4 Initial User Experiment: Discussion
The results show that users are consistent among each other in this simple task of labeling softness, and there is consistency across a variety of 3D shapes. The wineglass model is intended to be a solid wineglass and the responses were intended to be “same” regardless of the points on the shape. However, some users decided otherwise and chose a response according to their perception, and thus the wineglass has the lowest but still reasonable percentage. The overall percentage is consistent with the literature that reports similar results of user consistency for identifying style of 3D shapes [33].

While these results do not provide a theoretical analysis, the consistently high percentages give us experimental confirmation that the human labels are consistent. Hence this is motivation for our crowdsourcing or human
Fig. 3. Collecting Softness Data: (a) Two example HIT images we used. (b) Screenshot of software where user directly selects pairs of vertices and specify which is softer (or same).

labeled based solution. We note that the learning method optimizes for the best possible overall ranking based on the collected data and some inconsistency can be handled robustly.

4 COLLECTING SOFTNESS DATA

The initial user experiment motivates us to leverage human data to solve our problem. In this section, we describe the process for collecting softness data. This data will then be used to learn a softness measure.

We collected 160 3D models from online datasets: Trimble 3D Warehouse and ShapeNet [4]. We find on ShapeNet the categories of shapes that have soft parts. The 3D models represent various types of objects including chairs, couches/sofas, beds, shoes, sandals, bottles, backpacks, baskets, and handbags.

We used two methods to collect data. The first method is the same as the images used in the initial user experiment (previous section). We generated images of pairs of points on each 3D model and asked humans to label them on Amazon Mechanical Turk. A human rater is initially given instructions and example images with responses (Figure 2a). Each HIT then consists of 50 images (see Figure 3a for some examples). To reduce the possibility of unreliable crowdsourced data, we use the same ideas as before of a qualification test before the HITs and control images within each HIT. We rejected 7.3% of HITs. We paid $0.20 for each HIT, and we had 112 users and 6080 samples of data (each sample is one image).

The second method is a software tool we provide to users to select pairs of vertices. The reason for having another method is an attempt to collect more reliable data as we can give more guidance to the users from the start. We do not reject any data collected with this method. The user visualizes a model in 3D space and directly clicks on a vertex with the mouse to select it (Figure 3b). The user then provides the label for each pair of vertices (i.e. which vertex is softer or same) with a keyboard press. A user can label hundreds of samples each hour and we pay $10 per hour. For this method, we had 15 users and collected 7000 samples.

Note that the users only labeled data for a relatively small number of pairs of vertices, and it would be tedious for a human to label all the vertices of even one 3D model in the training data. From the data collection, we have two sets of labelled data $I$ and $E$. Each pair of vertices labeled as having one vertex being softer is in the inequality set $I$, while each pair labeled as having the same softness is in the equality set $E$. Each pair or each sample of data has two different vertices, and some vertices are repeated across samples.

5 LEARNING HUMAN-PERCEIVED SOFTNESS MEASURE

In this section, we describe how we learn a softness measure with the collected data. We have training data $X = \{x_1, \ldots, x_h\}$ and the corresponding label sets $I$ and $E$ each containing pairs of $(x_i, x_j)$. The variable $x$ is the input to the softness function that we learn that computes a softness value, and it is different for the non-linear and linear cases (which we describe below).
The results in this paper are generated with a non-linear softness measure. We compare this with a linear measure from previous work which we also describe. In both cases, the training data is the same. The main idea is to use the learning-to-rank concept with the ranking-based training data (i.e. one vertex more soft than another). Our method learns the weights for a function (non-linear or linear) that computes a softness value for a vertex.

5.1 Non-Linear Softness Function

The key idea is to use a learning-to-rank approach (to handle the ranking-based data) to learn a non-linear function (which is a multi-layer neural network). The learning framework is similar to the one in [29] but we apply it for our softness problem. We refer the reader to [29] for the implementation details and only describe the overall idea here.

We represent a 3D model with multiple depth images from various viewpoints. The non-linear function is a neural network that gives the softness for a vertex. The input of the neural network is $x$, which is a smaller and subsampled patch of a depth image where the patch center is the location that the vertex maps to in the depth image. The output is $y$ which is the softness (at the viewpoint of that depth image) of the patch center or the vertex. The multi-layer neural network can be represented by the function $y = h_W(x)$, where $W$ represents the weights and biases of the neural network. Note that the network is only for each view or each depth image and we compute the softness for multiple views and combine them to compute the softness of each vertex.

5.2 Linear Softness Function

This is the linear function that we compare against in Section 6 and is the existing softness measure in [28]. To learn the relation from a vertex to a softness value, we define a feature vector ($x$) for a vertex on a 3D model. We provide a high-level description of the features here and refer the reader to the appendix for more details. We build a feature vector with descriptors that are based on geometry alone. The main aspects of the features relate to the 3D shape (D2 Shape Distribution [37], Gaussian Image [21]), projected 2D shapes (Light Field Descriptor [6, 46]), and curvatures (Gaussian and Mean curvatures [47], Sobel operators on voxels). We compute a 117-dimensional feature vector $x$ for each vertex.

For our linear function, we assume that the softness $f(x)$ of a vertex with feature vector $x$ is linear: $f(x) = W^Tx$. $W$ is a weight vector here but we keep it capitalized such that the notation is consistent for both cases in the learning-to-rank formulation.

5.3 Computing Softness Measure with Learning-to-Rank

We take a learning-to-rank formulation for both the non-linear and linear cases. The non-linear case originates from the multi-view deep ranking approach in [29]. The linear case originates from the learning-to-rank method known as RankSVM [5] and is the softness measure in [28].

We minimize the rank cost functional over the set of training data inputs $X = \{x_1, \ldots, x_h\}$ and the corresponding label sets $I$ and $E$:

$$L(W) = \frac{1}{2}||W||^2 + C \sum_{(i,j) \in I} l_1(d(x_i, x_j)) + C \sum_{(i,j) \in E} l_2(d(x_i, x_j))$$

(1)

where the first term is a standard regularizer to prevent over-fitting and $C$ is a hyper-parameter. We use:

$$l_1(t) = \max(0, 1 - t)^2$$

(2)

$$l_2(t) = t^2$$

(3)

$$d(x_i, x_j) = h_W(x_i) - h_W(x_j) \quad \text{for non-linear case}$$

(4)

$$d(x_i, x_j) = f(x_i) - f(x_j) \quad \text{for linear case}$$

(5)
To minimize the ranking loss function, for the non-linear case, we perform an end-to-end neural network backpropagation with batch gradient descent but with a formulation that is compatible with learning-to-rank and the ranking-based data. Notably there are four copies of the network during the forward propagation and backpropagation, in contrast to the training of a usual neural network (see [29] for more details).

For the linear case [28], the energy function $L$ is minimized using the primal Newton method as originally developed by Chapelle [5] for inequality constraints and subsequently adapted by Parikh and Grauman [38] for equality constraints.

5.4 Using Learned Softness Measure

For the non-linear case, for each vertex $v_i$, we choose a set of views $\text{view}_j$ where $v_i$ is visible and compute the subsampled patches $x_{i,\text{view}_j}$. We compute $h_W(x_{i,\text{view}_j})$ for each $j$ with the learned $W$, and take the average of these values to get the softness value for $v_i$.

For the linear case, the learned $W$ vector has the same dimensions as $x$. The learned softness measure for a vertex with feature vector $x$ is $f(x)$ with the learned $W$.

Since the data and method are ranking-based, the learned measures provide relative softness values (and not absolute values) and they make more sense when compared to each other.

6 RESULTS COMPUTED WITH SOFTNESS MEASURE

We first demonstrate our framework by showing results computed with the learned softness measure.

Computing Softness Maps for Whole Shape. We show results of input 3D shapes and computed softness maps (Figures 1 and 4). These results include both shapes that were used in the training process and new shapes.
that the learning has not seen. We generate the results by computing the softness values for each vertex, and then mapping them (while maintaining the ranking) to $[0, 1]$ so each vertex can be assigned a color for visualization purposes. For the jet colormap, red is more soft and blue is less soft. The softness results should be interpreted as follows (as this is how the data was collected): we should imagine the virtual shape to be a real object and to press into the object in the direction of the surface normal. Since our results provide a relative ranking, we should not compare between the colors across two or more shapes. For example, a vertex colored red in one shape can possibly be less soft than a vertex colored yellow in another shape. After the weights have been learned, computing the softness value for a vertex requires only a usual forward propagation of the neural network which is interactive.

**Quantitative Evaluation.** Besides the qualitative results in visualizing the softness maps, we aim to have some quantitative evaluation. We took fifteen example 3D meshes. For each mesh, we selected fifteen vertices and computed the ranking of their softness with our algorithm. We then labeled these vertices with relevance values according to our perception, where higher relevance is more soft. Note that we performed this ground truth labeling manually ourselves in this section, while participants were used in the next section (user study) for this kind of labeling. Since we have sets of fifteen vertices here, we use the NDCG (Normalized Discounted Cumulative Gain) measure. The NDCG ranking measure is used in information retrieval [25], which we apply to our algorithm to give some indication of accuracy in our overall framework. We computed the NDCG measures and they ranged from 0.87 to 1. This shows that our softness measure provides rankings that highly correspond to the human perception of softness.

**Comparison with Real-World Objects.** For some real-world objects, we created corresponding 3D virtual meshes, and computed the ranking of softness values (Figure 5) of fifteen randomly-chosen vertices. We also labeled the relevance values of these vertices manually ourselves by pressing on the real objects at approximately the same physical locations of the mesh vertices. We apply the same NDCG measure as above. The NDCG measures range from 0.90 to 0.94. This shows that our framework gives softness information that matches with those from real-world objects.
Limitation Cases. There are two types of limitation cases. For the first case, if we have object types that we have no training data for, our method may not work. However, this is expected as our method is data-driven. A human who has never seen an object of a specific type may not have much intuition about its softness or other properties.

For the second case, if a 3D model represents an object that is not intended to have any soft parts (e.g., a wooden chair or a steel bottle), our method will still produce results matching the crowdsourced data (which for example contains chairs with mostly soft seats and bottles that are mostly plastic). Hence our method will still rank the vertices from least to most soft. This would not match with the correct answer, which in this case is that there are no soft parts and all vertices have the same softness.

Comparison between Non-Linear and Linear Learning. Figure 6 shows a visual comparison of the results between the two cases. In general, the non-linear case is more accurate and can more clearly identify parts that are not soft at all (e.g., frame of bed or chair). We describe some interesting aspects of each result. For the first couch, there are quite some visual differences between the two cases. For the non-linear case, the side of the couch is red/yellow and more soft than the front bottom part which is blue. Indeed we have examined the original training data pairs to observe that there are data pairs where the side of the couch is perceived to be more soft than the front bottom part. However, the linear case result reverses this training data. Hence there is evidence that the non-linear case is more accurate than the linear case. For the second couch, the non-linear case has the front part of the seat cushion being more red and more soft than the back part. Again this is more accurate than the linear case result. For the shoe, the non-linear case has the top part being more soft and the bottom of the shoe being not soft and colored dark blue. This is more accurate according to the training data for the shoes. For the bed, the frame is more clearly dark blue and not soft for the non-linear case which is more accurate. For the bottle, the depressed region of the cylindrical shape near the bottom is yellow and perceived to be less soft for the non-linear case. For the chair with the soft back, the top part of the back is red and more soft for the non-linear case, in contrast to the linear case. For the tall chair, the frame for the non-linear case is all blue and not as soft, including from the bottom of the seat (seen from the bottom view).

We also show numerical results to compare between the two cases. For both cases, we take the training data and leave one shape out each time to be the testing data. We take only the inequality samples in $I$ of this testing data and see whether our learned softness measures are correct or not. For example, if the first vertex is perceived to be more soft than the second and if the computed softness value for the first vertex is higher than the value for the second, then the softness measure is correct for this data pair. We do this for a couch, chair, bed, shoe, and
bottle, for a total of 123 testing data samples. As we have many pairs of vertices here, the NDCG measure used previously does not apply. The accuracy here is the percentage of data pairs where our method is correct. The accuracy for the linear measure is 81.3% and for the non-linear measure is 90.2%.

7 USER STUDY
We perform a user study to show that the learned softness measure is accurate and that our approach can produce a useful measure that is comparable to the human perception of both virtual and real-world objects.

7.1 User Study Task and Procedure
There are tasks involving either virtual or real-world objects. The overall idea of the tasks is the same in having users label points on objects based on their perceived softness. At the start of a session, we explained to each user the tasks of the study and each user answered two questions about their previous experiences in computer science and in 3D modeling software.

Task 1: Pairs of Points on Virtual Shapes. The idea here is the same as in the initial user experiment (Figure 2). Participants observe virtual shapes with two selected points and choose the softer point (or same). They are given the same instructions as in the crowdsourced HITs, except the shapes are not provided to them on Mechanical Turk but we provide them with a program. We collected a new test set of 10 3D models. Each user was given 5 of the 10 models picked randomly beforehand. We provide the user with a program that randomly selects 16 pairs of vertices for each of the 5 models. The user can see each pair of vertices by rotating the 3D model if needed (the rotation is only for visualizing vertices if they are occluded and does not provide additional information). One pair of vertices for each model is a control sample to check for quality. There are 5 of these and if a user provides 2 or more responses that do not match ours, we reject that user’s responses for this task.

Task 2: Pairs of Points on Real-World Objects. The participants label pairs of points on real objects. We took a real bottle, chair, and shoe, and created corresponding 3D virtual models of them (Figure 5). Each user was given two of the three objects picked randomly beforehand. They were instructed to choose 15 pairs of random points on each object by pointing to them directly and then to choose the softer point (or “same”) by pressing on them to test their perceived softness. They were asked to pick points evenly on the object’s surface. For each pair of points, we record their positions manually by observing the corresponding virtual model and recording the approximate vertex of each point.

Task 3: Set of Points on Real-World Objects. The participants label a set of points on the real objects (used in Task 2) and rank them together. Each user completed Tasks 2 and 3 for one object first before starting with the second. They were instructed to choose 15 random points on each object, by sticking a small label on each point of the object. After the points were chosen, they were ranked from the most soft to the least soft where ties were possible. Each user tells us this ranking and we record each point’s position as in Task 2.

At the end of the session, each user answered two questions on whether they believe it was hard or easy (five point Likert scale and reason) to choose the softer point from one of two points and to rank 15 points together. They were also asked to provide any comments to the user study in general.

7.2 User Study Apparatus and Participants
The participants completed the tasks using a laptop we provided. For Task 1, each participant was given a program and can move to the next and previous query images by pressing keys on the keyboard. For Tasks 2 and 3, each participant was given the real objects so they can physically interact with them. We recruited 15 participants (6
female) with online and poster advertisements from our university. Participants were between 21 and 45 years old (Mean=31.2, Std=6.2). Each participant received $10 and each session took just less than one hour.

7.3 User Study Results
All participants reported that they have experiences with computers in general, while five mentioned that they have programming skills. Three participants have previous experiences with 3D modeling tools such as Blender or Maya. The accuracy measure for Tasks 1 and 2 below is the percentage of correct data pairs, as the data is in the form of pairs of vertices. The accuracy measure for Task 3 is the NDCG measure, as the data is in the form of sets of fifteen vertices.

**Task 1.** We have 15 users x 5 models x 15 responses. No user responses were rejected based on the control samples. For each “A” or “B” response (305 and 395 of each respectively), we compute the softness of the vertex pair with our learned measure and see if it matches with the user response. All the results from our learned measure is either “A” or “B” as the measure gives real values, and it is difficult to judge when two real numbers are close enough for them to be the “same”. The accuracy of our measure is 91.43%.

For each user response labeled “same” (425 of these), we compute the absolute difference of the softness values from our measure between the two vertices. The mean of these absolute differences is 0.083 (Std=0.096). For comparison purposes, we also compute the differences for the “A” and “B” responses. In this case, if the response is “A”, we compute the softness for vertex “A” minus the softness of vertex “B”, which can be negative if our measure is incorrect. The mean of these is 0.260 (Std=0.194). We perform a two-sample t-test assuming unequal variances and find a significant effect ($t$=-5.595; $p < 0.001$) between “same” and “A/B” responses.

**Task 2.** We have 15 users x 2 models x 15 responses. As we rejected no users from Task 1, we also do not reject users here. For each “A” or “B” response (116 and 144 of each respectively), we compare between them and the predictions from the learned measure as in Task 1. The accuracy of our measure is 92.31%. For each user response labeled “same” (190 of these), we compute the mean of the absolute differences of softness from our measure to be 0.082 (Std=0.086). For comparison purposes, we again compute the differences for the “A” and “B” responses. The mean of these is 0.399 (Std=0.310). We perform a two-sample t-test assuming unequal variances and find a significant effect ($t$=-7.715; $p < 0.001$) between “same” and “A/B” responses.

**Task 3.** We have 15 users x 2 models x set of 15 points. For each set of 15 points, we compute the NDCG ranking measure used in information retrieval [25], which uses the ranking from the user responses and the ranking given by our softness metric. The mean NDCG is 0.93 (and Std = 0.06). This large mean value shows that our metric provides softness that matches with those perceived from real-world objects.

**Choosing one of two points vs. Ranking fifteen points.** For the questions at the end of each session, the participants indicated that it was easy to choose between one of two points to be softer (Mean=4.27, Std=0.88) and also that it was easy to rank a set of fifteen points at the same time (Mean=4.20, Std=0.77). A two-sample t-test assuming equal variances finds no significant effect ($p = 0.828$) between these two sets of responses.

**User Comments.** The comments from the participants confirm that the human labeling was done without issues. Users commented that: “It was easy as the feeling was clear; either soft, plastic, or metallic feel,” and “You can feel it very quickly. Sometimes it was hard to define, like with the top side and the left side of the shoe, when they were both very soft. Then I set same as I was too unsure.” The interactions with the real-world objects were positive, as one user indicated that: “It is easy because I can touch and feel the softness.”
7.4 User Study Discussion

The results show that our learned measure is accurate when compared to the human perception of softness for both virtual shapes and real-world objects. The results (i.e. % accuracy, mean, t-test) between Tasks 1 and 2 are similar, indicating a similarity between virtual and real-world objects where users can perceive softness just as well in either case.

An interesting aspect is that the results from this study were not rejected compared to the Mechanical Turk results, using the same rejection criteria. Hence it seems that in-person participants were more reliable than those from Mechanical Turk, but more work is needed to investigate this further.

One limitation with real-world objects is that we can only experiment with a small number of objects, as there is a physical limit to testing real-world objects with humans compared to the potentially larger scale of Mechanical Turk.

For the two questions regarding the difficulty of labeling, it is interesting that it was equally easy to choose from one of two points and to rank fifteen points at the same time. We originally thought that the former would be easier.

8 APPLICATIONS

We show some applications of our softness measure to further demonstrate its usefulness and motivations.

8.1 Personalized Softness Metrics

One potential use of our approach is in learning personalized softness metrics. Figure 7 (left) shows an example. The input chair model is the same for two users. For each user, he/she labels the data (100 HIT images) according to his/her preferences. We learn a personalized softness metric for each user and generate personalized softness maps. Our method works well even for a small amount of data. More importantly, we can get different results for the same shape. This differentiates our work from previous physics-based methods as there are sometimes no right or wrong answers to the perceived softness if it depends on individual preferences.

Since we get different results from different users, this may seem contradictory to the consistency results from the initial user experiment. However, Figure 7 (left) shows that many pairs of points would still have the same user response in the two softness maps. In general, for more creative or abstract shapes such as this chair example, we may get more personalized results. For everyday objects that we are familiar with, the perceived softness is typically very intuitive and is likely to be more similar across different users.
8.2 Fabrication of Virtual 3D Models

We can fabricate a virtual shape into a real object according to the computed non-uniform human-perceived softness. There are many ways to construct a physical prototype object. Inspired by methods to layer materials to fabricate soft objects [23], we choose to experiment with a layering-based technique with felt material for a simple example of the bottom part of a sandal. Shoemaking is a complicated process and we present this only as an example to demonstrate the potential of fabrication as an application. Figure 7a shows the model and the softness map. We discretize the softness values into three types to simplify the fabrication process. To approximate the object shape, we voxelize the 3D shape to create layers of 2D profiles and cut them with felt material (Figure 7b). To approximate the softness, we converted the computed softness to a top-down 2D grid of discretized softness if a human were to press top-down into the real object.

Our fabricated sandal example is just a demonstration of the idea of fabricating objects with our softness measure. More experiments are needed to produce more realistic physical objects and more complex examples either with soft material [23, 39] or printed structures [44]. Furthermore, new fabrication machines provide the ability to print materials with variable stiffness. Users can touch printed samples from such machines to produce their own perceived softness scale for the material. This can allow users to specify softness directly for the material, analogous to choosing paint colors directly from painted samples.

8.3 Shape Ranking based on Softness Appearance

The idea for this application is that our method can rank a set of virtual shapes based on their softness appearance, such that a designer or artist can search from them for use in creating virtual environments. In general, one can rank, search, and/or organize virtual shapes using their perceived softness appearance.

Figure 8 shows the ranking of eight chairs or bottles from least perceived soft to most soft. The ranking is according to the softness of each whole shape (instead of just each vertex). We compute the softness of each whole shape as the sum of the softness of each face, where the softness of each face is weighted by the area of the face divided by the total area (of all faces in the shape). In each row of the figure, the softness values of the vertices are normalized across the eight shapes, such that the most soft vertex across the eight shapes will be the most red. This allows for an easier visualization of the softness across each set of eight shapes.
For the eight chairs, the colors are mostly blue as it happens that many parts of most of these chairs are not soft (e.g. chair frames or legs). It is interesting to observe that the least soft chair overall is the left one. The overall chair softness keeps increasing as we move to the right of the set of chairs and we can see this pattern intuitively from the geometry of the shapes. For the eight bottles, the colors are mostly red as it happens that most parts of these bottles are perceived to be soft. There are some interesting patterns that would be more difficult to note if we did not arrange the bottles this way. The bottles that appear to be taller and/or thinner are the most soft overall (near the right of the set). The small circular compressed regions tend to make the overall shape more soft, such that the more of these compressed circles, the more soft the shape is.

9 DISCUSSION, LIMITATIONS, AND FUTURE WORK

We have presented a framework for computing a human-perceived softness measure for virtual 3D shapes. Our framework is flexible since we can add more training data at any time and then re-learn the weights.

There exists measurement devices such as durometers to measure the “Shore” hardness of materials. However, this is mainly for rubber materials and may not apply to the virtual objects that we have. There also exists devices for measuring material stiffness or Young’s modulus, but we do not use such devices as we explore the perceived softness of virtual shapes which cannot be directly measured with physical devices. Physically-based simulation methods can be used to compute deformation information of 3D shapes. However, our focus is again on human perception, which may be different from the deformations computed by physically-based methods.

We gave the example of a more creative chair shape where we may get different perception of softness from different users. For more traditional chair shapes or everyday objects, the user responses tend to be consistent in that they match across different people. We only informally describe the terms “creative” and “traditional” here, and more future exploration is needed to differentiate between them.

Our sandal example for demonstrating the application of fabrication is simple. More complex methods can be incorporated in future work, either with printed structures [44] or soft materials [23, 39]. In addition, softness information alone will not be enough for realistically fabricating real objects, and future work may include fabrication by understanding and combining different physical properties of virtual shapes.

If we segment and label [26] an input 3D object first, we may have a better understanding of the shape before assigning softness values. For example, the frame of a bed or the legs of a chair are likely to be not soft. If some parts can be segmented, we may be able to assign a softness value to the whole part rather than for each point on the surface of a shape. Combining segmentation with our method can help to further understand the properties of shapes in future work.

Our work has focused on understanding the perceived softness of a single virtual object. Future work may include understanding the softness of a scene with multiple objects.

A limitation of our method (somewhat described in the second limitation case of the results section) is that there are some models where it can be ambiguous even for humans to decide if the object is soft or not soft. For example, a virtual bottle with smooth surfaces may be soft if it is made of plastic or not soft at all if it is made of metal. One possible future work direction is to add an estimate of reliability to the computed softness map.

For many 3D models, humans can perceive softness information well from the geometry alone and we only take the geometric shape as input in our work. In recent work in the perception of 3D shapes [29, 32, 33], considering geometry itself already provides interesting problems, as we believe to be the case in this paper. Another possible future work direction is to also consider other properties such as material [24] or lighting.
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with distances in the range \[0:1\].

For the linear softness measure in Section 5.2, we defined \(x\) to be a feature vector for a vertex of a 3D model. In this appendix, we provide more details about this feature vector.

**3D Shape Descriptors.** We choose a shape descriptor based on distances. We compute the \(D2\) Shape Distribution \([37]\) for vertex \(v\), except we do not randomly sample points, but compute distances between \(v\) and all other vertices in 3D model \(M\). These distances are then binned into a histogram. The distances are normalized as every model is originally normalized by rescaling it such that the average distance from all vertices to the center of mass is 0.5 \([46]\). The histogram is normalized such that its \(L_2\)-norm is 1, and stored with 32 equally-spaced bins with distances in the range \([0, 2]\).

A 3D MESH FEATURES

For the linear softness measure in Section 5.2, we defined \(x\) to be a feature vector for a vertex of a 3D model. In this appendix, we provide more details about this feature vector.

**3D Shape Descriptors.** We choose a shape descriptor based on distances. We compute the \(D2\) Shape Distribution \([37]\) for vertex \(v\), except we do not randomly sample points, but compute distances between \(v\) and all other vertices in 3D model \(M\). These distances are then binned into a histogram. The distances are normalized as every model is originally normalized by rescaling it such that the average distance from all vertices to the center of mass is 0.5 \([46]\). The histogram is normalized such that its \(L_2\)-norm is 1, and stored with 32 equally-spaced bins with distances in the range \([0, 2]\).
We have another shape descriptor based on vertex normals. The vertex normals in all models are originally computed as an angle-weighted sum of the normals of the incident faces of each vertex [50]. We compute the Gaussian Image [21] for vertex $v$. This is a histogram of the spherical distribution of all vertex normals in $M$, where all vertex normals are rotated such that the normal of $v$ is the up-vector. The histogram is stored with 32 bins (= 8 azimuth angles x 4 polar angles), and scaled to have $L_2$-norm of 1. The rationale for having these 3D shape descriptors is that they provide information about the global shape of $M$ and the approximate location of $v$ within $M$.

**2D Light Field Descriptor.** This descriptor is intended for gathering information about the global shape from 2D views. All models are originally rotated to be axis-aligned. We compute the Light Field Descriptor [6, 46], adapted for our purpose of computing features for one vertex $v$. First, we voxelize the model surface into a grid resolution of 100 x 100 x 100. Second, we render the voxel representation into three axis-aligned 2D views, and find the 2D outer contour of the shape in each view. Third, we compute the Fourier Contour Descriptor [6]. For each 2D view, we compute a histogram of 2D distances from $v$ to all other discretized points on the contour. The distances are normalized as the model is scaled to fit as tightly as possible with the voxelization. The histogram is normalized such that its $L_2$-norm is 1. Each histogram has 16 bins (we tested with parameters of 16 and 32), and hence we have a total of 48 feature values (= 3 views x 16 bins). The rationale is again that this gives information about the global shape of $M$ and the approximate location of $v$ within the global shape.

**Curvatures.** This is intended for gathering information about the local mesh surface curvature. First, we compute Gaussian and Mean curvatures (the discrete version of the Gauss-Bonnet Scheme in [47]). Second, we voxelize the mesh surface as above, and apply Sobel operators at vertex $v$. We apply 3D 3x3x3 Sobel operators in the x, y, and z directions. Hence we have two curvature values and three Sobel operator values for each vertex.

Received September 2017; revised February 2018; accepted March 2018